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Abstract—Domain generalization (DG) aims to generalize the
knowledge learned from multiple source domains to unseen target
domains. Existing DG techniques can be subsumed under two
broad categories, i.e., domain-invariant representation learning
and domain manipulation. Nevertheless, it is extremely difficult to
explicitly augment or generate the unseen target data. And when
source domain variety increases, developing a domain-invariant
model by simply aligning more domain-specific information
becomes more challenging. In this paper, we propose a simple yet
effective method for domain generalization, named Knowledge
Distillation based Domain-invariant Representation Learning
(KDDRL), that learns domain-invariant representation while en-
couraging the model to maintain domain-specific features, which
recently turned out to be effective for domain generalization.
To this end, our method incorporates multiple auxiliary student
models and one student leader model to perform a two-stage
distillation. In the first-stage distillation, each domain-specific
auxiliary student treats the ensemble of other auxiliary students’
predictions as a target, which helps to excavate the domain-
invariant representation. Also, we present an error removal mod-
ule to prevent the transfer of faulty information by eliminating
incorrect predictions compared to the true labels. In the second-
stage distillation, the student leader model with domain-specific
features combines the domain-invariant representation learned
from the group of auxiliary students to make the final prediction.
Extensive experiments and in-depth analysis on popular DG
benchmark datasets demonstrate that our KDDRL significantly
outperforms the current state-of-the-art methods.

Index Terms—Domain generalization, knowledge distillation,
domain invariant representation.

I. INTRODUCTION

DEEP learning methods have demonstrated exceptional
progress in various fields over the past few years. How-

ever, the performance of these deep learning systems can

This work was supported in part by the Major Technological Innovation
Project of Hangzhou (No. 2022AIZD0147), the Zhejiang Provincial Natural
Science Foundation of China (No. LZ22F020012), the China Postdoctoral
Science Foundation (No.2020TQ0293), the Postdoctor Research from Zhe-
jiang Province under Grant ZJ2021028,the Major Scientific Research Project
of Zhejiang Lab (No. 2020ND8AD01), and the Japanese Ministry for Edu-
cation, Science, Culture and Sports (No. 20KK0234, No. 21H03470 and No.
20K21821).

Ziwei Niu, Junkun Yuan, Xu Ma, Ruofeng Tong, and Lanfen Lin are
with the College of Computer Science and Technology, Zhejiang Univer-
sity, Hangzhou 310027, China (e-mail: nzw@zju.edu.cn; yuanjk@zju.edu.cn;
maxu@zju.edu.cn; llf@zju.edu.cn; trf@zju.edu.cn).

Yingying Xu, Jing Liu are with Research Center for Healthcare Data Sci-
ence, Zhejiang Lab, Hangzhou 310027, China (e-mail: cs ying@zju.edu.cn;
liujinglj@zhejianglab.edu.cn).

Yen-Wei Chen is with the College of Information Science and
Engineering, Ritsumeikan University, Kyoto 603-8577, Japan (e-mail:
chen@is.ritsumei.ac.jp).

(Corresponding author: Lanfen Lin)

𝑇ℎ𝑖𝑠	𝑖𝑠	𝑎	
𝑑𝑜𝑔!

𝐴𝑛𝑑	𝑤ℎ𝑎𝑡	𝑖𝑠	
𝑡ℎ𝑖𝑠	𝑜𝑏𝑗𝑒𝑐𝑡?

…

𝑇ℎ𝑖𝑠	𝑖𝑠	𝑎	
𝑑𝑜𝑔!

𝑇ℎ𝑖𝑠	𝑖𝑠	𝑎	
𝑑𝑜𝑔!

𝑇ℎ𝑖𝑠	𝑖𝑠	𝑎	
𝑑𝑜𝑔!

…
𝑫𝒐𝒈𝒔!

𝑲𝒏𝒐𝒘𝒍𝒆𝒅𝒈𝒆	𝑬𝒙𝒄𝒉𝒂𝒏𝒈𝒆𝑺𝒖𝒑𝒆𝒓𝒗𝒊𝒔𝒆𝒅	𝑳𝒆𝒂𝒓𝒏𝒊𝒏𝒈

Fig. 1. An illustration of children learning for an unknown domain. Figure
illustrates how it might be useful for children to interact with one another
because information from several domains is shared and stored, making it
easier to understand object variations and patterns. This strategy enhances the
ability to generalize to unknown domains.

be significantly degraded when encountering test data under
different distributions from the training data. Such an issue
is known as the domain shift problem. Recently, researchers
have developed a number of Unsupervised Domain Adaptation
(UDA) [1]–[5] and Domain Generalization (DG) [6]–[10]
methods to address the domain shift problem. UDA aims to
bridge the gap between source domain(s) and a specific target
domain with the help of unlabeled target data. But for many
real-world application scenarios, target data collection could
be challenging and impossible. Additionally, the trained UDA
model must be retrained or fine-tuned using the unlabeled
target dataset before being deployed for entirely new scenario
(i.e., a new target domain).

DG is considered as a more challenging but realistic task
than UDA since it does not require target samples during
the training phase. Regarding different strategies for trans-
ferring knowledge from source domains to the unseen target
domain, existing DG technologies can be broadly classified
into two categories, namely, domain-invariant representation
learning [6], [11], [12] and domain manipulation [7], [9], [10].
Technically, domain-invariant representation learning methods
aim to reach the consensus from multiple source domains and
learn a domain-invariant latent representation for the target
domain. However, when source domain variety increases, de-
veloping a domain invariant model becomes more challenging.
This is because simply aligning more domain-specific informa-
tion may be detrimental to model generalization. Whereas do-
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main manipulation techniques have an attention on augmenting
the source samples or generating the pseudo-novel samples to
assist in learning general representations. Although the data
manipulation-based approaches perform well, it is extremely
challenging to anticipate the distribution of the unseen test data
to generate additional training samples due to large domain
discrepancies and other complex factors.

To address the limitations of these current methods, we
approach domain generalization from a novel perspective that
is motivated by an intriguing scenario. We believe that each
model can learn unique knowledge from the data alone. We
hope to transfer knowledge between models, so as to further
improve the performance of each model through knowledge
sharing. An interesting example is shown in Figure 1. Children
are trained to recognize different photos of dogs. Any child
will soon be able to identify dogs from the given images after
some experience. However, when a clild receive a collection
of cartoon animal drawings from any cartoon book. The gap
between real images and cartoon illustrations might make it
challenging for the child to recognize and differentiate them.
On the other hand, some children will certainly have no trouble
classifying cartoon animals. As these children interact with
one another, they will convey and incorporate the knowledge
they have learnt, further they can properly classify animal
representations in a variety of depictions such as line drawing
and oil painting, etc. This process verifies our motivation
that knowledge exchange between different individuals helps
learning the regularity and generality of objects.

Based on this insight, we present Knowledge Distillation-
based Domain-Invariant Representation Learning (KDDRL),
a simple yet effective approach for domain generalization
that is most relevant to the category of domain-invariant
learning-based DG methods. Different from previous works
that align feature distributions of multi-source domains to
learn a generalized model, we design a multi-student network
to learn domain-specific knowledge and perform two-stage
distillation between the output distribution of all students to
learn domain-invariant representation. The fine-grained output
distributions following a high level abstraction (temperature)
offer more interclass relations and semantic information than
the complex feature distributions, making them more suitable
for learning domain invariant representation.

The core idea of KDDRL is to communicate effectively with
all domains to extract common information while discarding
atypical information to generalize efficiently on unseen do-
mains. To this end, our KDDRL establishes a multi-student
network that involves multiple auxiliary student models and
one student leader model. Each auxiliary student is assigned to
a specific domain to learn different types of knowledge, while
the student leader is used to acquire the combined information
across all domains. However, training an ensemble of models
instead of a single model means higher computational cost.
To solve this problem, we design all auxiliary student models
consisting of a shared convolutional neural network (CNN)
feature extractor and multiple classifier heads. Each head is
trained to classify images from a particular source domain.
Therefore, different heads learn different patterns from the
shared features for classification. To collaborate with all the

domains and learn domain-invariant representation, a two-
stage knowledge distillation is then performed. In the first-
stage distillation, each auxiliary student derives its own target
distribution from the ensemble of other auxiliary peers, which
helps to eliminate the style information and emphasize the
general semantic information. These steps increase model’s
resilience to semantic similarity information and make them
insensitive to the changes in style attributes any longer. In
addition, we have designed an error removal module to ensure
the correctness and efficiency of knowledge transfer. Wrong
predictions are removed during training by comparing auxil-
iary student model predictions with ground truth labels. The
second-stage distillation is then performed to aggregate the
knowledge in the ensemble of auxiliary students further to the
student leader, i.e., the model for final prediction, which helps
to ensure the stability of reasoning model. This strategy makes
up for the performance degradation of the auxiliary student
models in corresponding domains after the implementation of
the first-stage distillation.

The main contributions of our work are highlighted as
follows:

(1) We present a novel approach called KDDRL to address
the issue of domain generalization, which establishes a multi-
student network and performs a two-stage knowledge distilla-
tion procedure. The domain-specific student leader contains
specific characteristics and when combined with domain-
invariant information learned from auxiliary students can sig-
nificantly promote performance on unseen domains.

(2) To solve the issue of wrong information transmission
during distillation process, we devise an error removal module
that compares the predicted outputs with the actual labels
rather than simply distilling the predicted outputs directly.

(3) To demonstrate the merit of the proposed KDDRL
framework, we extensively evaluate it on several state-of-the-
art DG benchmark datasets, including PACS, VLCS, Office-
Home, Digit-DG, Terra Incognita, and DomainNet. The results
demonstrate that KDDRL significantly outperforms the current
state-of-the-art methods.

II. RELATED WORK

A. Domain shift
Most existing machine learning systems will suffer from

performance degradation when encountering test (i.e., target)
domain data, that is statistically different from the training
(i.e., source) domain data, this discrepancy is known as
domain shift [13]. In the field of computer vision, this domain
difference is occurred due to the changes in background, style,
and lighting conditions of an image as well as differences in
the pose and position of objects in the image. To solve the
issue of domain shifts, unsupervised domain adaptation was
proposed, which aims to adapt the model trained on a labeled
source domain to an unlabeled target domain. To date, most
UDA methods are focused on feature distribution alignment.
One popular line of approaches includes learning a domain
invariant representation by minimizing the distributional shift
between source and target feature distributions using MMD-
based loss [14], [15] or adversarial loss [16], [17]. With the de-
velopment of Generative Adversarial Networks (GANs) [18],
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Fig. 2. The overall framework of the proposed method for DG: KDDRL adopts a multi-students network as shown in the blue dotted box, each student
is trained to be specialized in a particular source domain. At the first-stage distillation, each auxiliary student derives its own target distribution from the
ensemble of other auxiliary peers as shown in the yellow dotted box. The second-stage distillation is performed to transfer the knowledge in the ensemble of
auxiliary students to the student leader, which is the model for final prediction.

additional papers [1], [16] were proposed to perform domain
alignment in the feature space with adversarial learning. Then
image translation-based methods aim to translate images from
source domains to target domains to mitigate domain gaps [2],
[3], [19]. More recently, few-shot DA [4], [5], [20] was
proposed, where only a few labeled target samples together
with source samples are available in the training phase.

B. Domain generalization

The most significant difference between UDA and DG
is that DG will no longer require the utilization of target
domain data or information, which makes it more challenging
yet more practical. Existing DG methods can be broadly
classified into two categories: domain-invariant representation
learning [6], [15], [21]–[24] and domain manipulation [7]–
[10]. The primary focus of domain-invariant representation
learning is to reduce the divergence in representation be-
tween different source domains using domain-invariant feature
learning. For example, Maundet et al. [22] first proposed
a kernel-based method to obtain domain invariant features.
Li et al. [15] reduce the domain gap across the domains
by minimizing Maximum Mean Discrepancy (MMD) under
adversarial autoencoder framework. Zhou et al. [24] explored
domain invariant representation by performing explicit distri-
bution alignment.

The other category is related to data manipulation. This
line of work typically aims to simulate the invisible target
domain data through data augmentation or data generation,
which are then used to train the network along with the
source samples to improve the generalization ability. For
example, domain randomization [25] is an effective method
of data augmentation by diversifying the training domain data
using image space [26], feature space [27] and frequency

space [28] to simulate deviations in color, texture, background,
lighting conditions of any object. Data generation can be
implemented utilizing techniques like the Variational Auto-
encoder (VAE) [29], Wasserstein Auto-Encoder (WAE) [30]
and Generative Adversative Network (GAN) [18]. Recently
Mixup [31] has also emerged as a simple and efficient method
of data generation in the DG field, generating new samples
by performing mixing in the original space [32], feature
space [10], or frequency space [33].

More recently, some learning strategy-based methods have
also proved to be very effective. For instance, Qiao et al. [34]
adopted meta-learning to divide the source domain into meta-
train and meta-test at each iteration to stimulate domain shift.
Bui et al. [35] introduced the use of the meta-training scheme
to support domain-specific to adapt information from source
domains to unseen domains. Li et al. [36] utilized ensemble
learning to prove that a network is more robust to distribution
shifts if its architecture aligns well with the invariant corre-
lation. Li et al. [37] designed an ensemble network aware of
model specialty is proposed to dynamically dispatch proper
pre-trained models to predict each test sample. Lv et al. [38]
utilized causality learning and introduced a general structural
causal model to formalize the DG problem.

C. Knowledge distillation

Knowledge distillation is a common approach to transferring
knowledge, which aims to train a model (student) by transfer-
ring knowledge extracted from another model (teacher) that
is more powerful than the student. The idea of knowledge
distillation is first introduced in [39]. They introduce soft
targets associated with complex, but superior predictive ac-
curacy teacher networks to induce the training of streamlined,
low-complexity student networks that are more suitable for
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reasoning and deployment. By introducing the KL divergence
loss between the output of the teacher network and the stream-
lined network, the author redefined the global loss in [40].
It is proposed in [41] to train student models for knowledge
refinement utilizing numerous teachers and multiple teacher
labels. In the absence of a strong teacher model, the targets
derived from a group of student models play a crucial role
in knowledge transfer. Later, a novel two-level framework for
effective online distillation is proposed in [42] with multiple
distinct peers that is largely an inspiration to us.

III. METHODOLOGY

A. Problem definition.

In the typical setting of DG, giving K source domains
DS = {D1, D2, D3, · · · , DK}, where each domain contains
Nk labeled samples

{(
xk
i , y

k
i

)}Nk

i=1
. The goal of domain

generalization is to train a model only with the source domains
but generalize well on an arbitrary unseen target domain DT .
In this work, we have a specific domain DMix by mixing all
the source domains, and for convenience, we represent it as
the (K + 1)-th domain, i.e., DK+1.

B. Model design.

We design the KDDRL as a multi-student network with
two-stage knowledge distillation as illustrated in Figure 2. In
implementation, the multiple auxiliary student models share a
CNN backbone for feature extraction, followed by domain-
specific classification heads. The inputs of all students are
sampled from various domains but share the same class.

For the first-stage distillation, each auxiliary student model
for a specific domain derives its own target distribution from
the average of other auxiliary peers’ distributions. Meanwhile,
to ensure the correctness and validity of the transmitted knowl-
edge, we introduce an error removal module that compares the
prediction results with the real labels. The wrong predictions
will be removed to ensure the correctness of the delivered
knowledge.

Finally, the second-stage distillation is performed to transfer
the knowledge in the ensemble of auxiliary students further to
the student leader which is used for inference.

C. Training all students with labeled data

Given images xk from the k-th source domain, no matter the
auxiliary students or the student leader, the primary goal is to
learn a mapping by minimizing the cross entropy loss between
the predicted class probabilities and the one-hot ground-
truth label distribution. Let CE(., .) denote the cross entropy
between two probability distributions, the loss function for all
the students learning is

LCE = −
K+1∑
k=1

E(xk,yk)∈Dk

[
CE

(
pki , y

(
xk
))]

, (1)

where y
(
xk
)

is the one-hot ground-truth label distribution,
pki = σ

(
zki , τ

)
is calculated with softmax of logits zki , i.e.,

outputs of the last fully connected layer.

pki =
exp

(
zki /τ

)∑
j exp

(
zkj /τ

) , (2)

and parameter τ is usually set to 1.

D. First-stage distillation between auxiliary students

For the basic knowledge distillation, knowledge is trans-
ferred by aligning the student-predicted distribution to the
teacher-predicted soft distribution (or target distribution) after
a softmax with the same temperature τ . A higher τ means a
softer distribution. Compare to hard ground-truth labels, fine-
grained class information in soft predictions helps the student
models to reach flatter local minima, which results in more
robust performance and improves generalization ability [42].
In this paper, the value of τ is set to 2, which will be further
discussed in the sensitivity analysis section.

During the first-stage knowledge distillation, with a popu-
lation of K auxiliary students for k=1,2,. . . ,K. Each auxiliary
student model derives its own target distribution from the
average of other auxiliary peers’ distributions for further
knowledge distillation. By doing so, it enables a model to learn
domain-invariant features by enforcing prediction consistency
between the data with the same label but from different do-
mains. Specifically, we take turns picking one auxiliary student
model’s predicted distribution pi as the student distribution,
the average of all remaining auxiliary students’ predicted dis-
tribution 1

K−1

∑
j ̸=i p

j is the teacher (target) distribution. We
align the student distribution to the ensemble distribution and
employ the conventional Kullback-Leibler (KL) divergence as
the distillation loss to transfer domain-specific information:

Lkd1 =

K∑
i=1

KL

 1

N − 1

∑
j ̸=i

pj , pi

 . (3)

E. Error removal module

Each auxiliary student model has been considered as a
”teacher” model and used to generate target distribution during
the first step of distillation. Considering the fact that the
”teacher” models lack a robust network in comparison to the
actual sense of knowledge distillation. The wrong predictions
may lead to the wrong ensemble consensus knowledge and
further result in learning the wrong invariant representation,
especially in the early stage of training. We design an error
removal module to make sure the knowledge being delivered
is accurate and effective. The predictions of the ”teachers”
are compared with the ground truth labels. Correct predicted
distributions are kept and distilled, and incorrect ones are
eliminated. The pseudo-code for error removal is shown in
Algorithm. 1.

This article has been accepted for publication in IEEE Transactions on Multimedia. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMM.2023.3263549

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Zhejiang University. Downloaded on April 06,2023 at 03:01:04 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 5

Dog Elephant Giraffe Horse House

Art

Cartoon

Photo

Sketch

Art

Clipart

Product

Real

0 1 2 3 4 5 6 7 8 9

mnist

mnist_m

svhn

syn

(a) PACS

(b) Office-Home

(c) Digit DG

Clock Batteries Flowers Keyboard Laptop Soda 0 1 2 3 4

Caltech

Labelme

Pascal

Sun

(d) VLCS

Fig. 3. Some example images of the adopted datasets for experiments, i.e., PACS (a), Office-Home (b), Digit-DG (c), and VLCS (d).

Algorithm 1 Pseudo-code for Error Removal.
1: Require: labeled source mini-batches {(Xi

m∈[1,M ]
, Y i

m∈[1,M ]
)}Ki=1

with the same class Y , local models {Mi}Ki=1.
2: Return: target distribution pt.
3: out list = [] // Initialize out list for temporary storage of the local

models’ predictions
4: // Choosing the k-th local model as student model
5: pk = Mk(X

k)
6: for j ̸= k to K do
7: pj = Mj(X

j) // Calculating the predictions for the rest models
8: for m = 1 to M do
9: if argmax(pj [m]) ̸= argmax(Ym) then

10: pj [m] = 0 // Set incorrect predictions to 0 for removing
error knowledge

11: end if
12: end for
13: out list.append(pj) // Storing the correct predictions temporarily
14: end for
15: count = 0 // Initialize count for counting the number of correct

predictions
16: count list = [] // Initialize count list for storing the number of

correct predictions for each model
17: for m = 1 to M do
18: for i = 1 to len(outlist) do
19: if out list[i][m] ̸= 0 then
20: count+ = 1 // Counting the number of correct predictions
21: end if
22: end for
23: count list.append(count) // Storing the number of correct

predictions for each model temporarily
24: end for
25: pt = out list/count list // Calculating the target distribution

F. Second-stage distillation between auxiliary students and the
student leader

The knowledge of the group (auxiliary student models)
is further distilled to the student leader model to make the
final prediction through the second-stage distillation. On the
one hand, it is not reasonable to select a student arbitrarily
or to use the student ensemble for prediction, on the other
hand, previous work [35] indicates that domain invariant
representation combined with domain-specific information can
better generalize to the unseen target domain, while the
domain-invariant representation learning during the first-stage
distillation weakens their ability to distinguish domain-specific
information. Thus, it is necessary to implement the second-
stage distillation, i.e., the knowledge transfer from the aux-

iliary student’s ensemble to the student leader. To be more
precise, the knowledge of the auxiliary students’ ensemble
is just the mean of all their predictions. The second-stage
distillation loss is

Lkd2 = KL

(
1

K

K∑
i=1

pi, pK+1

)
, (4)

where pK+1 is the predicted output of the student leader.
The full learning objective is a weighted sum of Eq. (1),

(3) and (4),

LFull = (1− α)LCE + α
(
τ2Lkd1 + τ2Lkd2

)
. (5)

α as a hyperparameter tunes the weighted average between
two components of the loss. The first component of the total
loss forces the student’s predicted distribution closer towards
the ground truth labels, while the second part forces it closer
towards the soft target from temporary teacher models.

IV. EXPERIMENTS

In this section, we demonstrate the superiority of our
method on several DG benchmarks. We also conduct extensive
experiments on the DomainBed which is a testbed for domain
generalization.

A. Datasets and Settings

1) Datasets: To evaluate the efficacy of our method,
we perform extensive experiments on four classic and fre-
quently used domain generalization benchmarks: PACS [43],
VLCS [44], Office-home [45], and Digit-DG [7]. Example
images of these adopted datasets are given in Figure 4.

-PACS: consists of 9991 images from photo, art painting,
cartoon, and sketch domains with 7 categories: dog, elephant,
giraffe, guitar, horse, house, and person.

-VLCS: consists images with 5 categories over four do-
mains, which are collected from the PASCAL VOC 2007,
LabelMe, Caltech, and Sun datasets.

-Office-Home: contains four domains: Art, Clipart, Product,
and Real-World. Each domain consists of 65 object categories
with around 15500 images in total.
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-Digit-DG: contains 4 different digit datasets including
MNIST, MNIST M, SVHN, and SYN, which are different
in font style, stroke color, and background.

2) Evaluation Protocol: For evaluation, we follow the prior
works [9], [46] to use the leave-one-domain-out protocol, i.e.,
one domain is chosen as ’unseen’ target domain while the
remaining domains are treated as source domains during model
training. For the division of training and validation data, we
use the same splits of the original datasets. Meanwhile, to
ensure the fairness and confidence of results, we run each
experiment 5 times and report the average accuracy as the
final result.

B. Implementation Details

We follow the implementations of latest works [9], [46]. For
PACS and Office-Home benchmark dataset, Resnet18 [47] is
used as the CNN backbone and add Resnet50 [47] for Office-
Home. We optimize the model by using SGD with batch size
40, momentum 0.9. The learning rate starts with 2e − 3 for
Resnet18 and Resnet50, which is gradually decreased by using
the cosine annealing schedule. For VLCS, we use Alexnet [48]
(ImageNet [49] pretrained) on this benchmark. We train the
model using the same optimization strategy and parameters
as the above two benchmarks. As for Digit-DG, we adopt
the same network architecture as [9], [26]. The SGD with a
learning rate of 0.05 is used to optimize the model.

C. Comparisons with Other Methods

Comparisons on PACS. The results are shown in Table 1.
Among all competitors, our method achieves the best average
accuracy. However, we notice that naive DeepAll baseline per-
forms well than KDDRL on the photo domain, this is because,
on the one hand, the photo domain is similar to the pretrained
dataset ImageNet. On the other hand, the precision of each
student model will be reduced in the process of knowledge ex-
change. What’s more, it is noticeable that KDDRL boosts the
performance significantly on the Sketch domain with Resnet18
and Resnet50, which is the only colorless domain. The model
may have to understand the semantics of objects to perform
well on the sketch domain, which indicates that our proposed
KDDRL method summarizes domain invariant information
from multiple domains during knowledge distillation.

Comparisons on VLCS. We report the results in Table 2,
it was found that our method did not perform very well,
as it did on several other datasets. By observing the VLCS
dataset, the images of each category will more or less contain
objects of other categories, which will disturb the learning
of domain invariant representation. Nevertheless, our KDDRL
still achieves the comparable performance to all the recent DG
methods except for EISNet [12].

Comparisons on Office-Home. From the results in Table 3.
Among all the competitors, our method achieves the best
performance on average accuracy as well as on the Clipart
domain, and ranks second on the domain of Art and Product,
which is slightly lower than L2A-OT [26]. Significantly, our
method performs extremely well on the Clipart domain which
consists of many colorless and simple line drawings. This is

TABLE 1
LEAVE-ONE-DOMAIN-OUT RESULTS ON PACS DATASET WITH RESNET18

AND RESNET50. THE BEST AND SECOND-BEST RESULTS ARE BOLDED
AND UNDERLINED RESPECTIVELY

Methods Art painting Cartoon Photo Sketch Avg.

Resnet18

DeepAll 77.36 75.66 95.85 69.30 79.54
MedtaReg [50] 83.70 77.20 95.50 69.50 81.70
JiGen [6] 79.42 75.25 96.03 71.35 80.51
MASF [11] 80.29 77.17 94.99 71.69 81.03
Epi-FCR [51] 82.10 77.00 93.90 73.00 81.50
DDAIG [7] 84.20 78.10 95.30 74.70 83.10
EISNet [12] 81.89 76.44 95.93 74.33 82.15
L2A-OT [26] 83.30 78.20 96.20 73.60 82.80
DAEL [52] 84.60 74.40 95.60 78.90 83.40
SFA [9] 81.20 77.80 93.90 73.70 81.70
MixStyle [10] 84.10 78.80 96.10 75.90 83.70
KDDRL(ours) 82.26 78.88 95.61 82.16 84.73

Resnet50

DeepAll 85.24 76.64 97.64 75.02 83.64
MetaReg [50] 87.20 79.20 97.60 70.30 83.60
MASF [11] 82.89 80.49 95.01 72.29 82.67
EISNet [12] 86.64 81.53 97.11 78.07 85.84
DAEL [52] 84.32 80.56 95.68 82.79 85.83
ERM [53] 84.87 80.80 97.20 79.30 85.50
KDDRL(ours) 85.55 80.86 96.04 84.16 86.65

TABLE 2
LEAVE-ONE-DOMAIN-OUT RESULTS ON VLCS DATASET WITH ALEXNET.
THE BEST AND SECOND-BEST RESULTS ARE BOLDED AND UNDERLINED

RESPECTIVELY

Methods PASCAL LabelMe Caltech Sun Avg.

DeepAll 71.58 59.32 95.35 63.81 72.77
CCSA [54] 67.10 62.10 92.30 59.10 70.20
MMD-AAE [15] 67.70 62.60 94.40 64.40 72.30
JiGen [6] 70.62 60.90 96.93 64.30 73.19
S-MLDG [55] 68.70 64.80 96.40 64.00 73.50
MASF [11] 69.14 64.90 94.78 67.64 74.11
Epi-FCR [51] 67.10 64.30 94.10 65.90 72.90
EISNet [12] 69.83 63.49 97.33 68.02 74.67
DAEL [52] 68.73 60.12 96.98 66.47 73.08
SFA [9] 70.40 62.00 97.20 66.20 74.00
KDDRL(ours) 69.85 62.60 97.37 68.08 74.48

a further indication that KDDRL improves generalization by
learning domain invariant representations.

Comparisons on Digit-DG. The results are shown in
Table 4. It is worth noting that our method achieves the
best performance in the MNIST-M domain, SYN domain, and
average accuracy. Especially on the SYN domain, one of the
most difficult target domains, where involves clustered digits
and low-quality images, KDDRL has a large margin of 5%
compared with the second best method.

D. Evaluation on DomainBed

We also conduct extensive experiments on the Do-
mainBed [53] which is a testbed for domain generalization
to compare state-of-the-art methods across several benchmark
datasets. The rationale behind the DomainBed is that the
domain generalization performances are too much dependent
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TABLE 3
LEAVE-ONE-DOMAIN-OUT RESULTS ON OFFICE-HOME DATASET WITH
RESNET18. THE BEST AND SECOND-BEST RESULTS ARE BOLDED AND

UNDERLINED RESPECTIVELY

Methods Art Clipart Product Real Avg.

DeepAll 57.88 52.72 73.50 74.80 64.72
CCSA [54] 59.90 49.90 74.10 75.70 64.90
MMD-AAE [15] 56.50 47.30 72.10 74.80 62.70
CrossGrad [56] 58.40 49.40 73.90 75.80 64.40
JiGen [6] 53.04 47.51 71.47 72.79 61.20
DAEL [52] 59.40 55.10 74.00 75.70 66.10
L2A-OT [26] 60.60 50.10 74.80 77.00 65.60
DDAIG [7] 59.20 52.30 74.60 76.00 65.50
KDDRL(ours) 59.42 55.12 74.83 75.36 66.18

TABLE 4
LEAVE-ONE-DOMAIN-OUT RESULTS ON DIGIT-DG DATASET. THE BEST

AND SECOND-BEST RESULTS ARE BOLDED AND UNDERLINED
RESPECTIVELY

Methods MNIST MNIST-M SVHN SYN Avg.

DeepAll 95.8 58.8 61.7 78.6 73.7
CCSA [54] 95.2 58.2 65.5 79.1 74.5
MMD-AAE [15] 96.5 58.4 65.0 78.4 74.6
CrossGrad [56] 96.7 61.1 65.3 80.2 75.8
JiGen [6] 96.5 61.4 63.7 74.0 73.9
L2A-OT [26] 96.7 63.9 68.6 83.2 78.1
DDAIG [7] 96.6 64.1 68.6 81.0 77.6
SFA [9] 96.5 66.5 70.3 80.5 79.6
KDDRL(ours) 96.6 68.9 71.1 88.2 81.5

on the hyperparameter tuning. For a fair comparison, we
follow its standard protocols for training and evaluation. The
results are shown in Table 5, our method generally shows
competitive performances and ranks second out of 15 methods
on average accuracy.

V. FURTHER ANALYSIS

Ablation Study. In this section, we have conducted exten-
sive ablation experiments on four datasets to investigate the
role of each component in our KDDRL model in Table 6.
Starting from the baseline, model A is trained with the first-
stage distillation and already works better than the baseline,
which indicates that the first-stage distillation between auxil-
iary students is helpful to learn domain-invariant representa-
tion. Based on model A, we add an error removal module to
obtain model B and add the second-stage distillation to obtain
model C, which fully proves their effectiveness. We also create
model D by only using the second-stage knowledge, which is
a related baseline of traditional knowledge distillation that the
performance is not significantly improved compared with the
baseline. On the whole, our full KDDRL performs the best,
which verifies the effectiveness of each component.

Parameter Sensitivity. To validate the significance of distil-
lation temperature τ and the weight factor parameter α in the
loss, we perform a sensitivity study on these hyperparameters,
the results of which are displayed in Figure 4. In general,
a temperature τ > 1 can cause the predicted distribution

TABLE 5
DOMAIN GENERALIZATION ACCURACY (%) ON DOMAINBED. THE

COLUMN ”DNET” STANDS FOR DOMAINNET DATASET, THE COLUMN
”TERRA” STANDS FOR TERRA INCOGNITA DATASET. NOTE THAT WE
ADOPT LEAVE-ONE-DOMAIN OUT CROSS-VALIDATION AS A MODEL
SELECTION CRITERIA. THE BEST AND SECOND-BEST RESULTS ARE

BOLDED AND UNDERLINED RESPECTIVELY.

Methods PACS VLCS OfficeHome DNet Terra Avg.

ERM [57] 83.2 77.3 65.4 40.6 46.6 62.6
IRM [58] 81.9 76.6 64.7 34.8 46.2 60.8
GroupDRO [59] 83.5 77.2 65.5 33.4 44.3 60.8
Mixup [31] 83.2 77.9 67.8 38.8 47.9 63.1
MLDG [60] 83.0 77.3 66.3 41.0 46.7 62.9
CORAL [61] 82.4 78.7 68.6 41.2 47.2 63.6
MMD [15] 83.5 77.6 61.7 26.9 43.5 58.6
DANN [17] 81.1 76.4 65.0 38.5 40.0 60.2
CDANN [62] 79.5 77.6 64.8 37.8 38.6 59.6
MTL [63] 83.6 76.0 66.0 40.1 41.8 61.5
SagNet [64] 82.9 76.5 67.8 39.4 48.3 63.0
ARM [65] 82.7 76.3 64.4 35.6 43.3 60.5
VREx [66] 81.2 76.9 65.9 33.2 45.8 60.6
RSC [46] 83.6 77.5 65.8 38.5 46.0 61.7
KDDRL(ours) 83.7 77.3 66.9 39.6 48.0 63.1

TABLE 6
RESULTS OF THE ABLATION STUDY IN THE PACS DATASET WITH

RESNET18

Method Lkd1 Lkd2 Er PACS VLCS Office-Home Digit-DG

Baseline - - - 79.54 72.77 64.72 73.70

Model A ✓ - - 82.87 73.44 65.03 78.80
Model B ✓ - ✓ 83.03 73.96 65.58 79.60
Model C ✓ ✓ - 84.21 74.16 66.06 80.60
Model D - ✓ - 80.58 72.92 64.80 76.40

KDDRL ✓ ✓ ✓ 84.73 74.48 66.18 81.50

to contain more information and lead to a favorable perfor-
mance. Figure 4(a) illustrates that KDDRL is not sensitive to
variations in τ and shows only slight fluctuations in average
accuracy. When τ = 2 ∼ 5, the average performance gradually
declines, primarily because the information in predictions is
over-smoothed, confusing the model’s decision-making pro-
cess. As a result, we chose τ = 2 as the temperature for all
experiments. Figure 4(b) demonstrates that for the hyperpa-
rameter α, a weight of about 0.5 is optimal. KDDRL is not
sensitive to the exact configuration of this hyperparameter as
it outperforms the DeepAll baseline across all nine variables
values of α.

Computational Cost. Our KDDRL designs all auxiliary
student models consisting of a shared convolutional neural
network (CNN) feature extractor and multiple classifier heads
to reduce computational costs. However, as shown in Figure 5,
compared with other types of methods, our KDDRL is not
superior in terms of parameter quantity and running time,
but they are within the acceptable range. At present, more
works have proved the effectiveness of the ensemble-based
approach, and they are also actively exploring how to reduce
the computing requirements.
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TABLE 7
FURTHER ANALYSIS OF MCKD ON OFFICE-HOME AND DIGIT-DG. OFFICE MEANS OFFICE-HOME DATASET, DIGIT MEANS DIGIT-DG DATASET.

Office Digit
Erm. 65.74 81.50
Erp. 64.86 80.30

(a) Error Removal vs. Error Re-
placement.

Office Digit
Col. 65.74 81.50
Ind. 63.27 80.04

(b) Collaborative vs. Individual
distillation.

Office Digit
Ensemble. 65.74 81.50
Single. 64.86 80.90

(c) Single student vs. Students’ ensemble.

Office Digit
Leader. 65.74 81.50
Ensemble. 65.29 81.20

(d) Student leader vs. Auxiliary students’
ensemble.

τ 
(a) (b)

Fig. 4. Parameter sensitivity analysis of distillation temperature T and loss
weight α.

Params.(M)

Running time (hours) Accuracy (%)

Ours

DAEL

Baseline

28.96

↓

↓ ↑

Ours (w/ attention)

JiGen

11.21

2.09
1.93

1.34

84.73

11.74

1.31

83.40

79.54
80.51

11.18

1.28

84.68

22.39

Fig. 5. Comprehensive evaluation of the parameter quantity, running time,
and accuracy of KDDRL on the PACS dataset.

Error removal or error replacement? In addition to elim-
inating incorrect predictions immediately, replacing incorrect
predicted distributions is also considered by a one-hot distribu-
tion of ground truth labels. We conduct experiments using the
two datasets depicted in Table 7(a), using replacement is worse
than using removal. This is because hard one-hot distributions
will weaken the relations between classes reflected in the soft
distribution after the averaging operation. In addition, we also
added an experiment to replace the error elimination module
with the attention module as shown in Figure 5, but it did
not achieve the best performance and increased the amount of
computation.

Collaborative distillation or individual distillation?
Table 7(b) shows that collaborative distillation(
KL

(
pt, 1

K

∑K
k=1 p

k
))

is better than individual distillation(
1
K

∑K
k=1 KL

(
pt, pk

))
. A similar approach in DAEL [52]

explains that collaborative learning aggregates gradients from

different models, which can better exploit the complementarity
between different sources and further enhance generalization
capability.

Who is more suitable for the temporary teacher? During
the first-stage distillation, it also appears plausible that each
auxiliary student model provides guidance for the rest of
the auxiliary student models of the group to convey diverse
knowledge. Table 7(c) discusses who is more reasonable as a
temporary teacher. The results show that the ensemble of the
remaining auxiliary students performs better as a teacher to
provide guidance. This is mainly because one auxiliary student
model is selected in turn, and the ensemble of all the remaining
auxiliary student models is used to guide its progress. Till
the end, each auxiliary student model is guided to achieve
common learning progress.

Why second-stage distillation? Previous work [35] in-
dicates that domain invariant representation combined with
domain-specific information can better generalize to the un-
seen target domain. In our KDDRL, multiple domain-specific
auxiliary student models perform distillation with each other
to learn domain-invariant representation by aligning their soft
predictions to the ensemble consensus. However, in the process
of domain-invariant representation learning, their ability to
distinguish domain-specific information is weakened. So we
carry out the second-stage knowledge distillation to make up
for this loss. No matter the results in Table 7(d), or the result
in the ablation study, amply demonstrates that the student
leader model following the second-stage distillation is more
capable of accurate prediction than the group of auxiliary
student models predictions.

Visualization of extracted features. We utilize t-SNE
[67] to analyze the feature space learned with our proposed
model KDDRL and DeepAll baseline method. The results
shown in Figure 5. Figures (a)(c) and (e)(g) appear that our
method yields a better class-wise separation than the baseline.
Furthermore, it is obvious that our approach creates tighter
feature clusters, while the features extracted by DeepAll within
the same class have multiple sub-clusters. This indicates that
KDDRL is able to learn more discriminative features among
different object categories regardless of domains. Figures
(b)(d) and (f)(h) show how KDDRL more effectively aligns
the distribution of source and target domain data, we attribute
it to the effectiveness of the two-stage distillation for learning
domain-invariant representation and retaining domain-specific
characteristics.
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(a) KDDRL (Classes) (b) KDDRL (Domains) (c) DeepAll (Classes) (d) DeepAll (Domains)

(e) KDDRL (Classes) (f) KDDRL (Domains) (g) DeepAll (Classes) (h) DeepAll (Domains)
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Fig. 6. The t-SNE visualization of feature representations extracted by the feature extractor of our KDDRL (a),(b),(e),(f) and DeepAll model (c),(d),(g),(h)
on PACS and Digit-DG dataset. In (a),(c),(e), and (g), the different colors indicate different classes; correspondingly in (b),(d),(f), and (h), the different colors
indicate different domains.

VI. CONCLUSION

This paper identifies the insufficiency of existing DG meth-
ods and presents a new view of DG. The main idea is to
collaborate with all domains and using their complemen-
tary information to learn domain invariant representation. We
then propose a framework KDDRL by performing a two-
stage knowledge distillation with multiple student models to
learn invariant representations that can generalize well on
unseen domains. Comprehensive experiments demonstrate the
effectiveness and superiority of KDDRL. Considering the
mainstream related work is generally based on traditional DG
methods, we hope our work can shed some lights into the
community.
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